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FUTHER T 2385105, FIGE KR THMEE 25 [6,7).

Z ORI T 2BFEM RO DA LT, /4 X
ZRET 21 HiER, TCEEIHIC) /A XEMA %) Hik
BHVWSLNTER. BiIED [ 4 XERET S HEKIE,

b IEHOE ST
NICT, Seika-cho, Kyoto, 619-0289, Japan
2 BIRRYS KRR
Ehime University, Matsuyama, Ehime, 790-8577, Japan
The University of Osaka, Suita, Osaka, 565-0871, Japan
) shohei.higashiyama@nict.go.jp
b)  kajiwara@cs.ehime-u.ac.jp
¢ mutiyama@nict.go.jp

© 2025 Information Processing Society of Japan

FEZNEHL 8] 3H 5. ZhuL, EBNESOD S B
WCREREN E AR 2 HIG (DI, DRBERE) &)
WHEREYT, 75 ME R - FERRREICER L
ThOEMEIRRETMCANTE 28T, /A RXEEER
WrF R b eRIFEOMRMEZERT 2 2HET DO
TH? [9-11]. BED [/ 4 XEMA 5] HETE, €7
NEBHORENEREZ AR T 2. BESIED R XL Y NHR
BT XA NEMEERLD, 2V =V RERT R M
NI ) A RBFEATEE Vo HEICED, FAL Y
N O KB LR ZERL L, 7 A R 722 BEHEIER
ETNDER TS [7,12,13].

AFFEOER T = 0oh 5. —mHIEZ, HAEBEZFESEL
T % UGT HEHERIC 381 2 BEEIER € 7L O 1MERE % 3
T5ZeTHY, ZRHEIEF, EBEPREEAOMLGEE L
TTF A MNEFLOBREZREES 22 TH 5.

—RERELT, HREZELEEAAIIOWTD UGT
XERT— &2 v Micik, MTNT [14] %° PheMT [15] 23 %
DD, HARGE UGT ZNR L Ui BEMEIERIT L O HEHE -
RED-DITZE, ZHERNVF~v—T T =2ty FDFH
TEZZeHPEFE LW, MINT X, B« HAZE A%
B Reddit BFEOFE - FHEANRT -2ty FTHD,
PheMT &, MTNT @ HAGE — HFE0FR % & b 8 72 Hl

TANRY YT, E5ICATEEDSERROMY L E
ﬁk%ﬁ%ﬁ%bkﬂﬁﬁﬂﬁ?—&%ybf%é.$ﬁ
FTIE, HAREY —> v L X T 4 7RI, @BRNRL O
IERLERSCEE SR COEREEMREN G L, X HICHEE
BLUHEFEOBIREER T 2 Z & T, 2 SiEA O
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Dataset Data Source  Lang pair Train+Dev size Test size
MTNT [14] Reddit en<>fr, en<>ja 17.3k—85.8k 1,002-1,022
WMT19 Reddit Test Set [1] Reddit enefr, enerja - 1,111-1,401
WMT20 Reddit Test Set [2] Reddit ens>ja - 997-1,376
WMT20 Wiki. Comments Test Set [2] Wikipedia en—{de, ja} - 1,098-1,100
PheMT [15] Reddit ja—en - 1,566
PFSMB [10] Social media  fr—en - 1,554
PMUMT [16] Social media  fr—en - 400

) {ar, de, es, fa, fr, hi, ko,
MMTC [17] Twitter 0-59,247 901-3,000
ps, pt, ru, tl, ur, zh }—en
RoCS-MT (WMT23) [4,18] Reddit en—{cs, de, fr, ru, uk} - 1,922
WRIME-MT Twitter ja—{en,zh} - 769

£ 1 FRUGT MRF =&ty b, H A XESCECE 7 3R

MERT—%& € v b WRIME-MT Z#EEE L7z, WRIME-MT
(&, PheMT ¥ [FAHICEFEBRICEH U 7-#E IR 23] 6E
BRTF—=REy bTHYH, FXAL URFFEHMO R THERF
7=ty bEMTET SMEMNTERD.

“REWELT, BIFEFS [9-11,19]) & Ik, BEIESIL
FHEEHEHLZANT F R M E2HWT, EMBIERX 22712
B2 ERUCOERNEZMEES 2. FHISARMFE T, EH
b, PEEIER DM/ C, RIS FEE TV (Large Language
Model, LLM) & L THHI5 N2 EHERER decoder-only &
EEFARMEHL, Y% AXTFT 47 FXAL 2B 3
RIIRD A — 7 BTNV OEBBFNEE &, EHRARE O
MR EZHET 5.

P EER ORISR, EREERERLET L 20 ZHWE
LBae, HEIESLOBEH I X Y @ROBRR LT L -
NHEBET NV THFREED A LT 2 2 epREhk. gt
OB RFLICTEBETH > L FRBET AT, BEER
LOBEMEGHRTE R o5 72b DD, AFIEHRIIER
Tholizh, EHILEEICKEDORMD D 2 Z & R
L7.

2. BIEMARE

2.1 UGT ICET 3HMEER 27 R 2R

UGT R XA > OHEEIERIFSE 2 HEE L C 2 72 HU D # A&
¥ LT, WMT (Conference on Machine Translation) (23
JAEEEa Y RT 4 2 a Y ORENEIT SN, WMTLL
TlX, 2010 g FRMBICEREZYT, "MF - L
F—VFED SMS X vt — YR HFEICHIER T2 X X 7
fEx iz [21).

EETIE, WMT19, 20 128WT, UGT x5y Lk
WENER & 2 2 ¢ & % Machine Translation Robustness &
A7 [1,2] 2fTbNh7z. THa b5 Robustness & X7 T,
Transformer [22] D NMT > 27 A8V L, BEOD
SINEDBRWIEGRNZTEL LT, (1) B8 7 =206/
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BRI EZRNT 270 —=> 7, (i) BIERAE TS
DI L —RAFRNZ, (i) BEF A4 YEEFHETF A O
HEER TR S M BELINER T — X TOHEBE R EHET 5
nTws.

ZDHBD WMT22, 23, 24 T, General Machine Trans-
lation # 22 [3-5] D7 Aty FO—F & LT UGT ¥
XA DT —RBPEHE N, WMT23-24 T, test suites
CREE ORI A ICESEZ Y TR LW T A by B O
—5 ¥ LT Reddit #2#ICHIKT % RoCS-MT [18] 7— &
ty FMERHE .

2.2 UGT ®iR7—4tv k
RKRIWWRT IO, TRNETITHE - NI TVWS
UGT FXA VOMRRT =&ty MIWL ONFET 3.
Michel & [14] i3, UGT F XA > 12BIF % K2
RNV F = — 7 HEEOLEIN LS e LT, Reddit %5
CZEDANFEER» S22 MINT*! F—&X+t v b (&
b, |« HAR) 2HEELE. BF—&+ty ME, Bid
® WMT19-20 Machine Translation Robustness % X 7 T
HERH X N2, UGT FX A v OMHERIEICBEWTE
BREMER-LEEEZONRS. 2720, BFEREK
WAIFER S FEL TV S Z e T3 [15).
Fujii & [15] 1&, MTNT OFEHNIH L TL—ABLTA
FRRSEMEIC X2 7 4 V&) Y7 %fTo7- LT, 418
HOSBHR 7~V (TEE4HH), [HiFodg), THEER
By, TRREE)) &l UKo s 2 ERULEHRE S
L7z PheMT* 57 =&t v b (H — HA5A) ZH#HERELZ.
Rosales Nufez 5%, 79 VY RAGEYV —2 v VX7 4 7%k
ZJFSC Y § % PFSMB SR a2 — %2 [10] ({h — HEJ51A)

*I https://pmichel31415.github.io/mtnt/index.html

2 X2 QY -T2 LTHWSRL., TR T —XIEH
RO 7wt 202 & b JlE# s ER S R,

*3 https://github.com/cl-tohoku/PheMT

*4 https://gitlab.inria.fr/seddah/
parallel-french-social-mediabank
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&, ZD 3B 400 UK L TA Y LARLTDFRE
SRR & IERULIERZ M5 L7z PMUMT a2 — 82" [16
ZREE L 72, PMUMT 22— %R13H A4 XHA/NEWVBH DD,
FH T 3G IEFULRRINCEE L o7 — X B AR
T35 T, BRI OFMAONOAIREIC R o TV 5.

McNamee 5 [17] 1%, 13 FaBD Twitter &7 F X +
ZHGEAFIR L 7225350 MMTC* 7 — &t v b R
L72. McNamee 5DEERICE 22, — XA > DOHH]
228 A Transformer ET7 L% F X A YHFI T — X T
fine-tuning L72F%, & EiEL bl —& 1,000 HKFEEE
T BLEU Ra7 DA EAREFM L Z e PAREINT
W3,

Bawden & [18] 1&, #FED Reddit #fi%z, AFIEHIL
D%, 5 SFEICBIR L 72 RoCS-MT*" 57— &t v t 2
L7z. F7F =&ty MEXOERCEFNITIRSAER S
HIxhTtwa., A7F—&ty M, #ido X5 WMT23
General Machine Translation & 22 [5] ThEH SN, M
FBERS A7 28 X USINE > 2 7 2 OMEREFHIEC W &
NS, FHliE N> 27 LADHT, GPT-4 [23] (5-shot)
HHBFHER 27 LS EMEMCH SWERGEEZRLZZ
EREINTVS.

Zofh, FXA4 VFRHERIONERa — 82 & LT, FIFA
2014 world cup IZB9 3 2 %55 Twitter $¢fR%z 8 4 VEEICH
FRU7z FooTweets 23— %2 [24], LA M VL E2—1C
B3 % 7 5 > RFE Foursquare #&h& % JiGEICBIER L 7= a —
PO [25] R EBRRINTWVS (R 1 ITIFIEER).

2.3 TF X MERL CHMERERIG A

7 & A MERME [8] 1%, SAICIE, (—8 R X4 g
D) BEARSFENIEEM - EF ML o THLDEE LWL S
2, HIEOEHEHROREE, WH LT VRBICE
TREBHEME21I L 27 2T FHC UGT OIEM
b [27,28] (LU, BuC T7 %2 MESYE) % MESE) &
ST 2) 1%, UGT FiE DM « JEREHER 2 R % —
FRR) - REHERY e RIAANEH T 2 Hiff & L TZ% < OWIZEDfT
bNTES.

T XA MEBLZRIEBRZ 27, BWEER 2 %X 27 ¢
LT, HWEERICE T 2 EFULOBRNMEE MG L 7150

*5 https://github.com/josecar25/PMUMT _annotated_UGC_

corpus

https://pmcnamee.net/research/mmtc/mmtc.html

*7 https://github.com/rbawden/RoCS-MT

* WMT24 [5] Tl&, RoCS-MT D HLEMR 7 — &%+ v
(en—{cs, de, es, hi, is, ja, ru, uk, zh} HMA) BHEHI . 7272
L, A7 =&ty M 3ABRBRRATRRMOLSTH 2.

*9 https://github.com/HAf1i/FooTweets_Corpus

*10 nttps://europe.naverlabs.com/
research/natural-language-processing/
machine-translation-of-restaurant-reviews/

L, ERMUREROERENZ TFHAE) EEFLRS RV,
THFRAMESMUICE T, HEFHROB_SHEFEEICL > TD
AT T 2 2 L BR LD 52 [26].

*6
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X, [9-11] mEHHB. Wang & [9] &, BB EERICK S
ERLET VY, 71— AR — ZBEMEIRR % VT, HHIERE -
HEER D SMS IERRAL - BIERICHL D $HA 72, Rosales Niifiez
% [10] i, Transformer 1253 { grapheme-to-phoneme %
PRIOIEH{bET LY, 7L —XR—2B X Transformer
BT 7 L2 VT, 77 Y A58 — H5GED UGT IE#
bt - BIFRICH D #A72. Ahmadi & [11] 1&, Transformer
encoder-decoder ET /L EHWT, &4 7 ny 7IREIZH
BZRVY - T I TNTFOYHEEIIBIT S, XANEE
DBEZ T = % VAT 4 7 OIFEHERN R R & 1E
FUL T 2R DA, NTHR ) A XZ2MA7z7 %R
~ OB X 2 7T, [ERULET AV ORMEERL .

2.4 UGT ¥WEIRFEDFTE

2010 FAHETHEED UGT BMBEROME T, A2 74
V74— 5% SMS X vt —I%D UGT 2L, #iat
AIREIREIER > 2 7 2 OBERAVE R T H A7 [21,29,30].
WA, LLM 205t Lz UGT F XA 2B 28R
B biTbhTWw3 [31,32).

Popovic & [31] 1%, Bl B a— ERa— x*12 (G
ST FTE T4 T REE 75V REE) BHWT,
ANHEOBIERE, BV —E 2R OMEIRS 27 28 &
U ChatGPT (GPT-3.5) [33] IZxtL, FXHFD ) 4 XHEY
FERICE X 2B RN L1z, ChatGPT &/ 4 X %3]
ELRFRERZHENT2 2222, o MT > X7 A4
HANRT ) A XTHEBETH o /-2 e REIN TN S,

Pan 5 [32] 1%, LLM % W7=BIERT, SURAFEEICE D
J A4 ZANOE@EDSH T2 2 BR LU BRI,
) AR EELHEE ZDFIRLDRT % few-shot FHffl &
LRz E C XY, NI £ X% MZ7=IE UGT
(FPERE — BBEE), BHAR /A X% &L UGT (4 v K
3T 7 EE - REEE) OXMFICOWTORFEE [ LT
5 i L.

3. WERF—4tv F WRIME-MT D5

V=YX VAT 4 7 OHARFERRFT ¥ A 2GR L 2BE
HFDOF—&+E vy M2, WRIME*® [34,35] 8 X WRIME
FHLF—%+t v b [36) 5% 5. WRIME &, BIESH &
27 [HZIENE 7 ~OLHT 5 & 7z 35,000 BFED 7 — &
vy b THDH, WRIME IEF{L7—&+ v bX, WRIME
D5 B 6,000 FRIH L, ERMER (ERELTFZ b
YRR A5 EhET &y FTHB. AHKETIE,
WRIME 3 & &f WRIME [EM{t7—% € v bDFEL L IE
B SRZFIH U, BHAGESRR 769 fF e 20 6 DIFGERB &
OHEFERD» 52 %, FEWEIERFT D728 O WRIME x{iR

*12 https://fedora.clarin-d.uni-saarland.de/dihutra/
index.html
*13 https://github.com/ids-cv/wrime
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X | ERes | B
f# H<1>FB</1>B | # H<1>FB</1>B | FB : Facebook I open <1>FB||Facebook< /1>

WiT3k—— WT3 &

every day.

® 2 HEFUYERESC OB

7—&+tv b (WRIME-MT) %51 72*14,

K7 =&ty MO, (1) EEMNREFEOER, (2)
SalEm 7 27— a AEE, (3) BIERIESE, oFIHTT-
- ko D NS o

o

3.1 EEWRIGTROER

FTE THNTEERDOATRER A 2 LT, WRIME [E#{L
F—XEty b (FE ¥ TA My F2EK) OBRBED
55 769 tEEBIRL 72, ZhOEENRROBEING, &
—EH&D, TUGT FrE DN -RH, BEaE%, v b2
V7, XML BERBEE2EGRY, thEEANOFRNES T
BRWESRERTHZ ) LWIBHETITo. LEdio
T, AF—ZXty bOZHSLDHMEX, FXOXXTFE D
FEREMRERTIFERICZ DR TV EZ G E X
bhb.

3.2 EREEBEERT7/T—aEE
AKF =&ty EHWTZANRTHES R 5 2 &
FEML, F#FEH XD 3SEHEDSENER EREH,
EH%, WESFOMESR 2 EENRERIC S L.
SEHBIRT T —>a YONBIIRDEY TH 5.
EREFEHR WRIME E#H{tT -ty bTHEINZIE
HALER - 2D T2V 1E, BRIEDHEX A2 TO
FHEEZHEELZZ R 7RO HEF (F: BETLS
R — “<8>7) R, BREIR AT NOREDEM A
O ZHEG (] FL50EH « HEoH 7 — « [
DY 7)), FHXHh L DEEROBDE LR, £Kid
DI bHEREZEX 2 v Bbh 25 (F : v +
ATV T T T olb” SRR TEET) bEATYL
5. £2IT, KF—&ty FTR, HEL LD
MR DN DR PIRFL DFT IEIC B 72 5 IEFR L]
DANERT 2 Z e ZHINC, F VP FADIERLEP
DA T AV DAEL, XsIc—HoHEFIDE
o - HiIBR - SREZAT o 72716,
BE® SEFECHL, A& - Xy 727 x-%, M4,

*14 WRIME-MT 8 & &f WRIME [E#{t7—%t v &, FIEHR
NI LRI AR LTRSS W 3 TR T 5.

“15 Kondo 5D EIKR [36] D55, MEWF-24 7 3 2/,
RRFRTE/HE OB TS RER, BRSO A/ D
U, RIEMLHHL LTRL, BRIIGE/GECOWTIE
BT 3 RO L Lz,

6 7oy 202, WERBNE (A 23 T Ie—HHCZ RS T 2
BRCOWTIE, AR = <o kY, EHRICX > THEIRH

EORBL LToRRHE= 27 ¥ AR R ARSI HAEL TV S
ATHEMED B 3 1%, B L7z
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it - Mg, TuX s v, ARV MAICEETS
EH% (EREMB L2 0MmorEFR) 1L T, &%
YT ERRVEEF/HD 7 7 7OEREMNEG L. &
B, EHHAORNRGICHT 2 EEN R, E
BB T3 b o EHIR e LTG5 Lz (fil:
CT—A—%—H—K =" “Trv=20").

HEEER SR L, EEAORS, IEEHRES
# ATV 7ERBURE, %N T SR e iR
MHT X2 % THEEHR) & LTS LT %
- BGEEY SR ARBOFIZE, 7FZ PRICHERT
2 WsEE T EHHORBCHIICEI S 2 2, HARGED
XEX LTARERICR 72, FIRANRICK S RS
FEZBZePBEINZBONH BB 2D,
IEFRC DWW TURRBIIN R O IER L 2 &5, #ies
eV e Lz, fEBEHROFEF L LT, 72t Z
E, “nNaAE? LT Ing— NybE—T—)L
Fly?, “A77 LT “ THo2EhE S XODFH D
AR 205 TF 2 MBFEIRTVS.

3.3 BHER{E=

HAGEREOHFESB X CHEFEANOBIERIESE 2 #lER=1tt
WEREE L. BERTESEIE, HERIEREE 5 4 - HHPEIERE 5
A&, () FERESEF L BIRe L7 F v 2,
(2) BRESERFEHSECXZNL YV I VF = v 7 DFE
THREX N,

HERE ottt r, THESEOBARAREHZAWT, &
NOFERNLERELZ 5 Z L ICES YT, MiMRE
DRPIRTEAN DEHLE K UL S50 R D 2138 )
5] LWHBEDTR, UFDXIICEDT:.

BREREEGL BEROHANX TR 255, ERFROEL
FHERZ O SCBUE RIEIC 3 2 B0,

RERXZAIL FEXXHICHRN R GRIIIRED) EF
N356, B TRBEESEORNRETAVS
ZriELAwy., BESEOESEES, ¥Rk -
punctuation DfF D &% U 7 Wi T, SNS #%
e LT h Y a 7 VKR - AX A LEHN
5. BXTHEPHWLRTWAGE, BIRRTIXE
TS e OHEEE - SRR AV THIER T 5.

T A Y O F NV DIEFULIERD 5 b REL-NREE/SVREBICDH 2 H D
ZREERE L, ETHICREISTTE FEMBML 7.

18 722 21, [ Ry Rh o0 T LEY M L WIS EE [To b kiE
PODTLEY b TR ERARIHET S (HAEREGE
MBI DOXEZZCDHSMERT 2 RWUImD TR EZ N 5).
TKY ) (MEZDHDZV (M) BREBFAETH 5.
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ERER BERNREEXTHS. FINREE2KBLL
BOWESICT 27005 FHe LT, BEXrEo7-
REcHE XM 72 NEHILEKS (K220 diER
T5.

HRER FHOMKEE - BHEEEH - X7 v 7FIZOWT,
Z DEKRPEALMENFHEHRM IR EIh T3
Band 5 (£22H). FXOMPZ, wEHERc
LN NAELHIEE LTITS.

BE®FART FEXHolEEAHE (xR 0o
KD ED) X, BESFHEO—WN - BARRRIL T A
WTHIERT 3. K206l & 512, BEXHOREE 4
<1 2 <15 DEIREXTTHENTVW S,
BWNHYH, FOGEIIEEFRSCH OGS 2 ik [FH
U&7 CHE. EHAFAORGEL L THEOZY R
B Rl EZ 6N 25E, | B TR - T
T5.

FYRZASVT LEFERIR v PRI VTR, 2O
M HARE & Bbi 2 3UEITHKIFE L 72RO\ T
X, BESETHIGT 2RED D 25HE 2 EHH
L (B : “3%” 5 “Three Cs”), FHIHRWHEIIRS
FETORMEZ KM LU 7-BESETO BRI ZIERT
%. ABAMZERIE AT RE AR #EFE Tl L 5.

BAXS « 7PRAF—7—bF BXF - 7AF—7— MIHEER
NRPLERIL, BRSO ED RV, 7B, EXT
LA DOKE R R LT\ BI5E, BIERSCTH S
YOFEEEMATINEND S, ZOB, BERXICE
WTRKIETY - BRI R 2L, RXHOBETE
PELTVWE =27 Y AEBKBLTH X,

Nw2aBRYT NyvakZ (T4 TaE 33XFY) 13H
TEmORIUCEIIR T 2. XM T 2HFEL LT
LTV BEHE, RO E TS 5.
Ny ¥ a R FIBRDHEE Y ORICEM R R— R T i
AT 5.

FPHhHOoY b4 -URL BEXRXEENTVWE TV M
(Tay ThaE 2 78R =41 ¢ URL I, BER>UCZ
DEFRT. ERBRIE, FEENROBETT AV v
M4 URL Z&LH DIE R 072, )

4. REX

WRIME-MT F—&+t v bEHWT, Y= %L XT 4
77X N OMWEIRZ 22 (H3%, HY) 12813, &
SR OBIERFHELE 7L - WH ST TV OREE ZiHi$ 5.
BRI, ROZDODTF VI DEREEITS.

o FEER 1 BERE TV ORERKEEME (F¥ty ). &
BoOEFTALIY—X - EFAYA X (B 0.5B~K
70B) DETNLOFEEZFMEL, &ETLDOMEEDE
WOIEA ZHERS 5.

o FEER 2 L IERUEAR OBIERE 7L OBIFRNE EFHE (7

© 2025 Information Processing Society of Japan
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#Post  #Norm  #Ent  #Supp
All 769 451 707 563
Train 5 4 6 5
Dev 64 28 59 62
Test 700 419 642 496

& 3 WRIME-MT Oftih#iit. #Post, #Norm, #Ent, #Supp
Fldzieh, &iE, ERL, EEY, meERoReR.

A bty b)), RBEREE (&/H/&) ORERE
TNARMGIT, EFULET M K2 IERLEHICE D
IS E R EAR SN2 02 2R T 5.

4.1 RERRTE
T—a258|

WRIME-MT @ 769 %, #8F+tv b 5, B¥ty b
64 1F, 7APEY PT00HLRD X5 T X LITHEIL
oo T—=Xty FORBHEIER 3 ITRT. FEEY M,
decoder-only & 7 /LD XARMNY-E D few-shot FHHIFIZIERK
L72bDTH5. 72721, % decoder-only €7 /LT 0-shot
B LU 5-shot #EEmz EML, FFty MBI 2FEE L
RBLIL 3, 2L D7 —RT 5-shot ICX DBEMETRL
72728, LUEDFEETIZ 0-shot DFERD AL § 2*19,
Baliti=ted

FHEFERNICIE, BLEU2C [38], COMET*?! [39], Term
Success Ratio (TSR) [40] ZF\W7z*22. BLEU &> X7
LHSI e BIRER, COMET 3R X 2 > X7 A H 718 SRR
EFANE L, FREN ngram DUEHER, EFEEXEETL
(XLM-RoBERTa) 28 FHlL7zxa7ickb, ¥ 274
NOREEWET 2HETH 5. TSR I, BEXHDOLHE
AT 22HERPOFGEE, AT AHNHEATY S0
% Fuzzy match CiHMlid 245823 TH D, AEBRTIIE
BRI ROMAGEL Lz, 3168z 3, 0-100 Off
DHPATHRIRT 5.
BERETI

HEREE OFH SR e LT, 258 XCHAERLET

*19 5_shot HEFHICBWT, “Japanese:\n{ja-text}\n\nEnglish:\n
{en_text}\n\n” W o EROHEHIZ 5 i, REFICEIER
NRDJFL (& “English:\n”) ZEFELTmr S s 2EHL
722 25, EFAVOERBFERE, BERNRXORHT THE
DFEXERLZ N DB LS R INL S Ebh, ZOR
PEAEED R AT TR ERBERE ho/ct EZ BN,

*20 sacreBLEU [37] (https://github.com/mjpost/sacrebleu)
ML 7.

(H%: “nrefs:1|case:mixed|eff:noltok:intl|smooth:expl
version:2.5.1”, H" : “nrefs:1|case:mixed|eff:nol
tok:zh|smooth:exp|version:2.5.1”)

*21 https://huggingface.co/Unbabel/wmt22-comet-da

22 FCRQERZICOWT, SR Z Y REROER %O RE

o &0H 5% (3.3#i). BLEU ¥ COMET T, 120K

HUTUIDE—DOZRREAWTEREL, TSR TREERD

EREAEHDOWTIPIC—BL TV S WS HHETHE L 7.

https://pypi.org/project/fuzzywuzzy/, partial_ratio()

2.

*23
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Twitter 14 domains
Normalizer
P R F0_5 P R FO.S
DeBERTa-L 64.0 52.8 614 | 785 56.7 729

Sarashina2.2-3b | 79.0 67.4 76.3 | 78.0 66.2 75.3
£ 4 JMLN [20] 7R bty FTOEHLETF L OERLIEE.

NERWE (FETADIERK Hugging Face ID 1345k A.1
IRT). BARANCIX, £2F5ED encoder-decoder €7 /LT
& % NLLB-200-3.3B [41], ZF7EDORERRHE decoder-only
EF L TH % Towerlnstruct-13B [42], X-ALMA-13B [43],
GemmaX2-28-9B [44], ZFFEDINH] decoder-only €71
TH % Qwen3 [45] DEH A4 XDEFIL, HAGBEFLON
H decoder-only € 7 )L T» % TinySwallow [46], Llama-
3.1/3.3-Swallow [47], Sarashina2/2.2 [48,49] D&% A X
DETNTHZ (RAIN TV 2HEIHERFEBAET
AERWE). BEFLICOWT, 0-shot TOHERRE -1
XARNFE 21TV, % decoder-only &7 LV TIEATER A1 12
MY REBELIIHABOIERTFA M 2B 0y S %
AL 7.

ERILETIL

IERULE T L 2 LT, Higashiyama & [20] DR L 72 €7
eV, BARIIZIE, Japanese Multi-Domain Lexical
Normalization Dataset (JMLN)*24% W TIER{L A 27
T fine-tuning X #17z encoder-only ¥ & OF decoder-only E
TUT, IEFRUIBEDE D - 72 HAREE DeBERTa*25 [50] X —
ZDEF N (FULL-SEG-POS %M, LU DeBERTa-
L-Norm €7 /LY ML) ¥, Sarashina2.2-3b*26X—2 D€
7V (STrRUCT {EZ B, DU Sarashina2.2-3b-Norm €7
WEMER) ZEFAL 7.

2710 JMNL 72 bty b (Twitter F XA >,
Twitter Z & 14 F XA »21K) 1B 2 EFLEE G#
BER, BHEE Fos 2a7) 2R 4172, HEER
Sarashina2.2-3b 23> TH D, HEEIZOWVWTIE, 14 ¥
AA P TIE2ETVTIREREFETH 2 DD, Twitter
K X A > TClZ Sarashina2.2-3b 23> T\ 5.

73, WRIME [EfULT— X%t v D 5% WRIME-MT
TA Mty P EEHLTORWEREICOVWTE, ERE
TAOFECHIAFRETH S, IMLN &7/ 7— a v H
WIxRZZ2500, 2BEOEHRIELT—&2 €y FOW G %
M3 2 & TIERLS X OB & 227 DR FICH S
BT OWNTIE, SERIREEL 72w,

24 JMLN O+ v ME 13k 3, 5.9k IERHLFHIR 542, IMLN
TRy P BICERLETLOY —Ra— FIRHTEL
7o TS, ARRBRRRE R TIEAR G,
https://huggingface.co/ku-nlp/
deberta-v2-large-japanese-char-wwm
https://huggingface.co/sbintuitions/sarashina2.2-3b
27 7k [20] TRAEFACONT 2 AOEITERD TIIREE &
HLTWBD, £ 4121F, 4.3 HORBRHEHRL:, 2B 5
1BEIOEFNF =y ZRA ¥ b ORERER L.

*25

*26
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4.2 BAEOEIREE T

FE 1 L LT, £5101T & 510, WRIME-MT Bi%
ty FCBIZEBRETNVORREEZFEML 2. &
decoder-only €7V - ZRERTAITIX, HAEB X U%E
BOERTIFA MO Ty M ERL, HE (BLEU &
COMET 2 a7 Ofl) 2igdr - 7= DFERZFHEH L T\ 3.

BHEI, AT LAHITDOMRD DI (source text) B
FUBIEER (reference text) i L7358 O & FHliEE
DRa7 B L7 BLEU R a7 p3iish TIRUWMEIC I - T
W3—J7, COMET R 27X, FrcHEFEAOHEFRICEW
T, HEBNEWEE 2oz, BEREROME - 22412
Wi 28R1E, ZoXS5RABERLDD, BLEU, COMET
27 DB+ EVMETH 202 E 2 20ERD
%*28,

HWRIEIXD I wcgrdons. (1)KL T, ¥4 X
HREVET N, H25VIERHEHH L WET L ORER
FENEWEANZ R SN 20, ZORD TIERWr—2 3
H otz (=& 21F, Sarashina2 TIX 70B & b 7B ETLAHE
REHE). (2) HIEA A THMHNCEEE (COMET 227 70
BE) THo/7=ETNE GemmaX2-28-9B, Sarashina2.2-
3B-Instruct, Llama3.3-Swallow-70B-Instruct, Qwen3 (8B
YE) Thh, HHARTERETH > 12T LI X-
ALMA-13B, GemmaX2-28-9B, Sarashina2.2-3B-Instruct,
Qwen3 UB DL E) THo72. L7z -T, GemmaX2-28-9B,
Sarashina2.2-3B-Instruct 3 & &8 Qwen3 (8B DL E) &M
M CRIFRAEESEWET L TH D, FEC Sarashina2.2-3B-
Instruct IZETF YA XICH L TERELEEZ2 5. (3) TSR
WOWTIE, IZEAYDETILTHEID & HHARITHE
ARV, ZhE, RERBICBWTEZ L DEFANET LI
TFOBEROFEY KT (@ “Twitter” & “HERF”) ZH>D
—7, ZHERTIE, (3.3 &\ b BEOREEHFADREE
SOARTIRER AT H 2 D DD, HERITIE,) ZN ORI
NTVWIRWI ERZ VRO ENEZ 5N,

4.3 IERMCE R OENERIE E Tl

K2 LT, B6BIURTRRT LI, KX
(Normalizer=None), 1IEH{tE7 /1 (DeBERTa-L-Norm,
Sarashina2.2-3B-Norm) 12 & 2R XDIEFILAER, AFF
HxhizEfERESZ (Oracle) O 4 fEED AN % HWT,
WRIME-MT 7 Z bt v b TOEHERE 7L OBFIEE
ZHE L. BIREFTLIZOWTIE, HFE - HHFAAE D
S BHARNG 23 b fK > o 72 NLLB-200-3.3B, BHERAHE A
FFEE T H - 7= Towerlnstruct-13B, BHERFEE S H - 7=

*28 LR, FEFEANOBIRZ A7 THAFEDO T F X M EhT
WBHERIS Aohiz. 72k 2iE, TinySwallow-1.5B-Instruct T
1%, “Japanese:\n(Hlig) FIRDATZ e LS 7 » KEFE 7205
7 ~\n\nChinese:\n” O AJIZx L, “GRLAZE. veEH
7 7 B ERAR, 7 b, HABIZXZRFENIEEDLS712T
FR BN ESNTEHHD o 7.
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ja-en ja-zh
Date Translator Inst
BLEU COMET TSR | BLEU COMET TSR
Source text 0.1 51.1 10.2 1.9 63.0 11.9
Reference text 100.0 93.5 100.0 100.0 95.4 100.0
2022/07 NLLB-200-3.3B 9.9 58.8 22.0 8.7 56.6 1.7
2024/02  Towerlnstruct-13B (ja/ja) 9.3 65.3 30.5 15.4 63.9 15.3
2024/10  X-ALMA-13B-Group6 (en/ja) 18.8 69.4 30.5 15.9 70.9 16.9
2025/02 GemmaX2-28-9B (en/en) 19.1 71.9 28.8 20.5 73.5 25.4
2025/01  TinySwallow-1.5B-Instruct (ja/en) 14.4 64.8 22.0 7.8 62.6 8.5
2025/03  Sarashina2.2-0.5B-Instruct (en/ja) 8.5 66.4 22.0 6.5 62.0 10.2
2025/03  Sarashina2.2-1B-Instruct (en/ja) 12.5 69.5 32.2 104 65.2 8.5
2025/03  Sarashina2.2-3B-Instruct (en/ja) 19.6 74.4 42.4 17.6 74.3 16.9
2024/06  Sarashina2-7B (en/ja) 15.4 67.8 44.1 8.2 64.4 13.6
2024/08  Sarashina2-70B (en/ja) 14.8 61.6 32.2 8.6 60.7 23.7
2024/11  Llama3.1-Swallow-8B-Instruct (en/en) 14.8 69.7 37.3 15.3 65.1 15.3
2025/03  Llama3.3-Swallow-70B-Instruct  (en/en) 18.6 72.1 35.6 21.4 65.2 25.4
2025/04 Qwen3-1.7B (en/en) | 8.5 64.2 186 | 8.2 65.2 16.9
2025/04 Qwen3-4B (jafen) | 17.1 67.7 254 | 232 72.5 22.0
2025/04 Qwen3-8B (en/ja) 21.2 70.6 30.5 24.7 73.9 32.2
2025/04 Qwen3-14B (en/en) 22.6 71.2 37.3 26.5 75.3 32.2
2025/04 Qwen3-32B (en/ja) 23.7 72.8 40.7 22.0 74.1 33.9
& 5 WRIME-MT Bi%t v MZB 2 8MRETNVORE. [Date) FI3E 7 VAR,
Most) FNIHETLVTERHA L0 Y 7+ OIERSEE (ja-en/ja-zh) ZRT.
All Standard Non-standard
Translator Normalizer
BLEU COMET BLEU COMET BLEU COMET
None 10.5 61.0 11.8 61.3 8.7
DeBERTa-L-Norm 9.0 61.4 11.6 61.3 6.7 .
NLLB-200-3.3B
Sarashina2.2-3B-Norm 8.9 2.1 11.9 61.8 6.4 62.4
Oracle 9.9 62.6 11.9 61.3 7.9 64.2
None 11.1 67.1 14.4 68.2 8.5 65.7
DeBERTa-L-Norm 14.2 68.1 . 68.2 12.8 67.9
Towerlnstruct-13B
Sarashina2.2-3B-Norm 14.0 68.9 14.4 68.7 13.6 69.1
Oracle 15.2 69.2 14.3 68.1 15.9 70.7
None 19.2 74.4 19.1 73.9 19.3 75.0
DeBERTa-L-Norm 18.8 73.9 18.7 73.8 18.9 73.9
Sarashina2.2-3B-Instruct
Sarashina2.2-3B-Norm 18.7 74.5 18.7 74.1 18.7 75.0
Oracle 18.9 75.1 19.1 74.0 18.6 76.6
None 24.4 74.2 24.1 74.0 24.8 74.5
DeBERTa-L-Norm 24.3 74.1 23.7 73.9 25.0 74.3
Qwen3-32B )
Sarashina2.2-3B-Norm 24.6 74.9 24.1 74.3 25.2 75.7
Oracle 25.0 75.4 24.0 74.0 26.0 77.2

K6

WRIME-MT 7 & bty MZET 2 FIEREARHROSTRE T L OREE (H — 59).

Ef{b7 L (Normalizer=None) Zxf L, [EHLETIVEHATRa 72 ELGEC

© 2025 Information Processing Society of Japan
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All Standard Non-standard
Translator Normalizer
BLEU COMET BLEU COMET BLEU COMET

None 8.9 56.1 9.4 56.1 8.3 56.1

DeBERTa-L-Norm 9.8 56.9 9.4 56.4 10.4 57.6
NLLB-200-3.3B

Sarashina2.2-3B-Norm 9.3 57.1 9.9 56.6 8.7 57.7

Oracle 8.8 57.1 9.4 56.2 8.1 58.3

None 12.1 15.5 67.0 9.4 63.6

DeBERTa-L-Norm 12.9 . 15.3 66.5 10.2 64.7
Towerlnstruct-13B

Sarashina2.2-3B-Norm 13.2 15.5 67.4 9.9 65.6

Oracle 14.2 67.0 15.4 66.9 13.0 67.2

None 16.5 73.8 16.8 73.0 16.1 74.9

DeBERTa-L-Norm 16.5 73.5 16.7 72.8 16.2 74.4
Sarashina2.2-3B-Instruct

Sarashina2.2-3B-Norm 16.8 73.7 17.0 72.7 16.6 75.0

Oracle 17.0 74.4 17.0 73.0 17.0 76.2

None 28.2 77.5 28.7 77.6 27.5 77.3

DeBERTa-L-Norm 27.9 77.5 28.4 77.4 27.2 77.6
Qwen3-14B

Sarashina2.2-3B-Norm 28.1 78.5 28.5 78.1 27.7 78.9

Oracle 28.7 79.0 28.7 77.6 28.7 80.9

£ 7 WRIME-MT 7 X bty MZBY 2 FERILEERAROSERES L OBE (H — ).
E#t72 L (Normalizer=None) ZXtL, [EHLETIVEHATRa 7 AL LGS

Sarashina2.2-3B-Instruct 3 & f Qwen3 (HZETIX 32B,
H T3 14B) Dt 4 EFAZME L Lz, £7-, BIFRE
B, 2% (Al 700 ), AFAME5 S EFELEG
P EF R WERE (Standard, 391 #), NP5 EN=1ER
b= H% &% F (Non-standard, 309 ) D 3-5DH% 7
ty ML TERERETL Lz, FciEhzE#t
WHEYITH 5355, Standard %7k v MBI 2BERIEE
ZFEIZ% ¥ 72D, Non-standard ¥ 7t v MZBIT 2 BHERFE
Eigm by 2 e iirahs.

£ 6 ODHERRICBI2HMRIXD IS gD oh
5. (1)4BRETLED, BEXOMMFREE XD b IEMR
EHRIEXOBEREE D2 7% D, Non-standard ¥ 7
£y F T, COMET 2a 75 1.6~5.0 K4 > hEL %o
7o (7z7ZU BLEU Ra7 @3R3 75 —2AbHo7). (2)
NLLB-200-3.3B, Towerlnstruct-13B, Qwen3-32B ® 3 #
REFATIE, EFULIEER (None) r EA-#EAREONE
FE1X, Sarashina2.2-3B-Norm 1[Ef{LETLEH W55
PHOIIZAEE L. BARAYIZIE, Non-standard ¥ 7'k v
FTIX COMET A7 +1.2~+3.4, All TiX +0.7~+1.8
THho7 (BLEU Za7IMET « A LD Do — M35
Hi7z). (3) =%, BEFE 7L Sarashina2.2-3B-Instrct T
%, Sarashina2.2-3B-Norm IEF{LETILVEEA L7255,
BLEU 227 23%%fK N L, COMET R 2 71 3MEH R ZOD
ATHo7z. (4) FRRETNMZOWT, DeBERTa-L-Norm

© 2025 Information Processing Society of Japan

EFIUC K B IEFRLBEH ORISR, Sarashina2.2-3B-Norm
ETFNMICHARTRENTSH D, BIE<E 71 NLLB-200-
3.3B, Towerlnstruct-13BIZ2BWTDA COMET X227 D
m_E (Non-standard % 7 v T +1 KA > MU E) 23
Haoh, BERET L Sarashina2.2-3B-Instrct Tk COMET
2a7MER L% (Non-standard ¥ 7t v b T —1.1 RA
Y1) (5) BREREF MIZOWT, Standard 7 v b
T, EBLETFLEHIC K S COMET 227 O R
FIER LR 572 (—0.1~40.5 KA ¥ FDZEAL).

7T OHPREROMERD, FIEAKOEMTSH - 7-.
2% b, Sarashina2.2-3B-Norm €7V CIERIL L2355,
NLLB-200-3.3B, Towerlnstruct-13B, Qwen3-14B @ 3 &l
BREFVTIERLEH OB ML HZE T %, Non-standard
# 7ty b TIE COMET 227 +1.6~+2.0, Standard ¥
7t v FTIE +0.4~40.5, Al TIZ +1.0~+1.1 TH - 7-.
B

BHEAMOVWTOERKRD? S, EFILOFIE

DWTRDEIICFLDHONG. MHHRILEETFRELD
BERANAE 2 U 7S BTER 2 £ S 2 BHiZB W
T, ANFIERCEE 200, EFLET MK 2IEH
fbid—EDHEREP R ST,

BRI, BHIERE 7V NLLB-200-3.3B, TowerInstruct-
13B, Qwen3-14B/32B i B8 W Tk, EH{LE 7
Sarashina2.2-3B-Norm % j# ] L 7235 & 12 COMET X 2
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7 RHDICEEREE M L. 2L, ERlkeET L
DeBERTa-L-Norm 2 & 2 IEFULOEREIZRENTH D,
ZOEWX, WIEHRLETF LD Twitter K XA I2BIF3
IEHERBE (R 4 O#EE - HHESR) OBV X5
Rrfrcss.

—7, BERE 7L Sarashina2.2-3B-Instruct {28\ T,
1E#{LE 7L Sarashina2.2-3B-Norm # AR H COMET &
a7 OZAIZE» T, PR EMMEMETE Ry o 7.
HEr LT, #ERE7 L, @RI (REEEEE
HIEESFED) BHHERNERELOXLEERICOWTD THER %
BHLTWE5E, EHRLOEEICh»O L TRRFITAET T,
BRSO L TERREELEZRVE WS Z T4
EZAbND. EBE, 4.4 HTRIEHTIE, Sarashina2.2-
3B-Instruct &, EAAIRGEZ ST FE O U T bR
BIRERZ R LUz, 2L, AEFT LBV TH AFIER
{LOEHAKRHE COMET 2a7 DR EBRR SN2 ehb,
FEFADBET 2 HEH 3 tocidznwe e, ERLE
TODENE 72 2 1T ERUEREE R E— X D IFEBAR®
MRAREICRT S 2 IEMERIERL—DRETHE L TR 5.

4.4 FHISH
ElE% - A5 27T 2ERERG

Mty bOHEFNCBIF S, ERGERZRLORRTO
BiRET L U3HEizFET 4ETL) OHNEHEERS I
Y.

Bl (a) 1%, TESRODH SV =X DR “XH/KR &
BLTFRAMNTHS. ABREFT LD S5 B, Sarashinal2.2-
3B-Instruct @ AR EFEALHR “Animal Crossing” % H
TILTED, MOBERE T /LB R AEBICERL T 5.

Bl (b) 1%, TYouTube) DIZIFEMEAEE (R ——F v »
b DBEFR “Z8F %" Z2ELTHF A M THS. Qwen3-32B
DA, FYHER “super chat” ZHHLTWS. 72751,
P — L ADELFD 78 “Super Chat” &\ RiLH K D i
YIchs. toBERE T IOVLEY RO AR L T
W3,

RARAIERECIC R 9 B BNERIE R A

Mty bOFEHNCBIF S, EFRGERAZR LU EITIER
b7 VEAOKRNTORERET L U3HiILHEL 4€7
V) OHIIERIER 9IRS

Bl (c) &, “2IF D7 WS BEHARGENORHZ &
{7 F X M THB. Towerlnstruct-13B, Sarashina2.2-3B-
Instruct, Qwen3-32B @ 3 FIRRET ML, FUIXHLTD,
Sarashina2.2-3B-Norm € 7 /U2 & % IERR{LEESCTxt LT
b, ZAIR%ZEH L7z, BIERE 71 NLLB-200-3.3B (&,
JRSCD IE D A3 57 1T U CREYIRERZ o L7228,
EFRO “HEH 23327 2 L Ti3ZYRiRe L7
(7272 L, IERUbRTRE d “PIE” 1T 23R 8).

Bl (d) 1%, EFEOBAHEZR > TV EIRETFLREREINT

il
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(a)
Source BHESHRLTALRLE,
Reference 1 wanted to trying playing
Animal Crossing too.
NLLB I’ve been trying to do that for years. X
Tower I tried to be like him. X
Sarashina  I’ve been wanting to try Animal Crossing. v
Qwen T also tried doing something about the for- X
est.
(b)
Source o BATHEROVHERDERGET D X F ¥ 28
ﬂ\‘%/uf‘\ﬂ < o
Reference .. casual live chats can still attract tons

of super chats.

NLLB ... even if it’s a live broadcast of a small X
talk, it’s a spatch.

Tower ... live broadcasts of casual chats are pop- X
ular. It seems that the target of what peo-

ple value is changing.

Sarashina . live streams of casual chats can still X
receive A >%F ¥ .
Qwen ... even live broadcasts of casual chatter A

can receive super chat donations.

& 8 WRIME-MT Bi¥+t v bPEHLT 2 8HE7 L (NLLB-
200-3.3B, TowerlInstruct-13B, Sarashina2.2-3B-Intstruct,
Qwen3-32B) O OHF. «.7 1FFE - 2GR - HARRO
—HMEHEBLTRRLTVWE I ERT. v, A, BXU
“X0E, XD FHERORINN T 2R Z 2T TH B
T, —HWAEYRESH B, WYTRYZ e ERT (B
RFEREERPEYITH 2 Z e 2T LBEKRLER).

FRAMTHD, REPBBHIELL 720 TV 3*2, F
$f 5 2 HUERAE R TIX, Sarashina2.2-3B-Instruct M &%
BRRXEH I L7 (2720, RERTFERLHAILTWS).
DeBERTa-L-Norm € 7L & % IEBMLL L, i)
EFURIC X DR RE R L e o TED, ZFRERET LD
BERER D 2B U TIEOEXDERNEE R 0D
DT/ - TW5. Sarashina2.2-3B-Norm E 7 /LI X 5 1E
Fbgsx, —5 (“T—A” D7) DR ERR =tk
ERIETHY, SHERET LS “DIVLDEZ L D
KLU FZREER L. “T—A~—27 DTN
L TClZ, Sarashina2.2-3B-Instruct ® & “Denmark” ¥ Hi71J
TETWS (7L, TER “sflag” BHALTWVWS).
Bl (e) X, THTR7 (FTRZYV T av)) BRI’
R SR T 2ECTFRAMNTH S, FTd
2 BHARFS R TIX, Sarashina2.2-3B-Instruct D&, “XRF
{7 IWZY 2 b EDTHEYRFE AL TWS. IE
BUb#ESOT s 2 BHERAS R T, NLLB-200-3B ZfR%E, &

*29 ZHREFRNE, ARG E KM L 72 “Deeeenmaaaark” =& A TV
%705, BRI DO ¥, AK “Denmark” 2@ TH 5.
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Normalizer & Input text Translator ~ Output text Adequacy
Reference It smells like early summer in the air!
[None] NLLB I’'m gonna miss the first summer. X
Tower The fragrance of early summer v
MEOPED DT 58
Sarashina The scent of early summer is palpable. v
(©) wen The scent of early summer. v
Yy
NLLB Smells like the first summer. X
[Sarashina2.2-3b-Norm] Tower The scent of early summer v
VMEOHEDHT 2E Sarashina  The scent of early summer is here. v
Qwen It smells like early summer. v
Yy
Reference How many more sleeps until Deeeenmaaaark
[None/DeBERTa-L-Norm] NLLB > I'm not gonna let you down J X
H——LKDh—>%¢—, Tower Moikutsubenaru to, donmai aku J) X
T—A—F—H—< =) Sarashina ~ How many more days until Denmark? (Note: This is a ... A
Qwen I'm going to sleep now, goodnight X
(d) NLLB > D I'll be there, I'll be there ) X
[DeBERTa-L-Norm] Tower Mooitsuneru, Mamadeku ) X
b—ohb, FETL D Sarashina I don’t know when I’ll go to sleep yet. X
Qwen I'm going to sleep now, goodnight J X
s hina2.2-3b-N ] NLLB How much more sleep do you need, Mark? X
arashina2.2-3b-Norm
e T Tower How many more times can I sleep, don’t Mark ) X
2 N
A2 b Sarashina How many sleeps until Denmark’s flag? AN
Qwen How many more naps until Daimark? ) X
Reference It looks like I can catch up on it with a subscription service,
so I’ll watch it all together eventually.
[None/DeBERTs-L-Norm| NLLB I'm sure I’ll miss it so I’ll have to put it together. X
SRTLTANZEDI DD Tower T’ll catch up on it sometime. X
WIhEeHT, Sarashina I think I can catch up through subscription so I’ll watch it v
all at once later.
(e) Qwen I think I can watch it on subsoku, so I’ll watch it all later. X
NLLB I'm sure I’ll see it on the subscript so I'll put it together. X
i ower probably watch it later with a subscription.
s hina2.2-3b.N | T i babl h it 1 ith bscripti A
arashina2.2-3b-Norm
BT R TRIE S b Sarashina It seems like it’s available on subscription, so I'll catch up A
N DICIR
WERE YT later when I have time.
A o
Qwen I think I can watch it through a subscription service, so I'll A
catch up later.
& 9 WRIME-MT ¥t v FHEFITHS 2 #AE 71 (NLLB-200-3.3B, Towerlnstruct-

13B, Sarashina2.2-3B-Intstruct, Qwen3-32B) OH{H1DHI. Adequacy D “v”, A,
BEY X 1%, Adequacy DB TEZNZNRFRMRPIZYTHE Z, —HFEYIR
HWHBIr, THEYTHZ I 2EBKT 2 (Fluency IKOWTIEAR). Iz WS
HIMr O 2 72 2 fET 2 77T Cm Uiz CHIBMRILASERIR T 35 &, Rz L),

FHERE 70 1E “subscription (service)” & EYIIRERFEZ H ZEREB X CHAGBRLO A — 7 2 7 N OFIERAEE % S

L7 (72720, 3ETAED “S T IT8 k2R
LTW3).

5. HHOIC

AT, BEREY — v v WX F 4 7Rz W= H%E -
H S EEREI D 72 D DX 7 — &£ v b WRIME-MT
DRERE L FHEIC DWW THRE Lz, WRIME-MT Z W,
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L7z 25, GemmaX2-28-9B, Sarashina-2.2-3B-Instruct
B X Qwend (8B LI L) PR FEAMTEVWEIEREE
BRU7z. F72, HEHEERORIR X X 7 & L TRINZR
SLOIERLIZOWTHEE L 72 & 2 A, Sarashina-2.2-3B 12
EOLK BRERERLETLE WSS, BRBER
BREE~SEETD > EBOBERET LT, BFEE
MR ET 2 &R LE. 2L, EEERC I HER 2
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SHOAMAEE LT, EINERED S Z Ot SRS
WA 2 FREE 7L OREENE - 2 FFENIEEES 2 1A 1 é Nex
BWENEZ NG, 72 23, REERLEIIESHE -
HEES BRI, AFERE W ERLT -4ty
FEAWEETVOREREEDENTD 2 REED D 5.
F72, FEHBPEI - 272 7200 TE, HiloREA
DGV ER L 12570, TVT 4T 4V YF VIR
PRIRAL [51] 72 E OB HEL L E X b, SEMGEEZIT
Wiz,
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HFIRLZ2DDTHY (318D, BIRLZRENTDH S
B ETERY. 51, 7YX LFREHIOEEEIC
Ko TEIRINLEMmEEML, SHEOFERER (4 )
&, BERE ISR OEM D FRE 72 2 2 2R L T2
W, 7, AF—&Xty MIBIT B EEERIIEE 140
fELbDTHS (3.28). 5%, 7—Xty PRI
L, BBO7 ) 7—&0B7 ) 57— arEiToBo—
REFHIT2Z 2R LTS,

BE BEREEOMERCEL TS - Shvier
W-REHE LR, Benjamin Marie FIZEHH WL 9.
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