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We tackle the low-resource problem (< 100k sent. pairs) in style transfer

Rule-based

_ . data augmentation
Ref: Formal | very much enjoy this song.

[Rao+ 2018] | loovvvvvvveee this song so Much.

Multitask learning with style-
[Niu+ 2018] | really enjoy VVVVVVVVEEE this song. sensitive machine transiation
Ours | love this song very much.
: Independent of any manual
Example of Informal — Formal style transfer in GYAFC corpus. annotation or a special dataset

Pre-training with a raw corpus — Fine-tuning with a parallel corpus

@ Roundtrip Translation | =1 mput NP \:
Generate a pseudo-parallel corpus using a large-scale || gorpus [ Sentence [*| Translator } ,
raw corpus. We get the paraphrases in the table below. - - —7 L2 |

, . Translation :
2 Pre-training : Roundtrip | | L1 < L2 | —
Train a paraphrase generator that reproduces an input () Translation ]} Translator :
sentence from roundtrip translation. Note that this model *--z-----------------=---=-----"
has not yet Iearned about any Style. I, — .................................... : |

:( v — Sen‘fence , Optimizer 4 .................... :
@ Fine'tuning 1| Pseudo 4 .................. |
Train the model further using a parallel corpus of the ,| Parallel H , |
target style. Pre-training allows the model to learn 1 “°"PYS ]\ Roundtrip |Paraphrase| | Output |1
synonymity and grammaticality, so it can effectively learn :@ Translation ') Generator || Sentence 7,:
style from such small-scale parallel corpus. : —mmm e - === :¢: —------oz?

: Source-Style|,| Style || Output :
Input Sentence Roundtrip Translation | _ Sentence | |Transformer| | Sentence |
| love watching the show. | love to see the show. : Parallel g 3 g :
Thanks for asking the question. Thank you for the question. : g Corpus N e :
The key to a successful relationship Good communication is the key | T%rgfttéfégle * Optimizer ‘ """""""""" |
IS good communication. to a successful relationship. ' @ 7 e '
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Successful style transfer with only a 1k parallel corpus

Informal — Formal Formal — Informal Informal —~ Formal (F&R domain)
80.0 76.0 45.0 80
71.8 735
200 692 - 40.0 39.3 5., 395 .
9 35.4 4 Il
50.0 - 35.0 , 60 7
500 30.0 > ||
- 5 25.0 — 40 .
0 40.0 W - ,?
0 m 20.0 s
30.0 - 20 LT -+ SAN-Base
. g i -7 —0—-SAN-AE
Significant performance improvement 7 ——SAN-RT
regardless of style / domain / model structure 0500 £000 50000
0.0 0.0 # sentence pairs
E&M F&R E&M F&R Pre-training based on auto-encoding is also
mSOTA =~ RNN-Base = RNN-Ours = SAN-Base = SAN-Ours effective if bilingual translators are not available.

The Thirty-Fourth AAAI Conference on Artificial Intelligence (AAAI-20) kajiwara@jnip.org



